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Introduction

This paper has four goals. The first is to provide an overview of the emerging sub-discipline of “Neurolaw.” The advances of cognitive neuroscience are challenging many disciplines. Incorporating the insights of neuroscience into legal analysis and policy-setting is a rapidly expanding enterprise. It is not just a one-way street, however, with law borrowing second-hand conclusions and ideas from a sister science. Rather, Neurolaw is developing its own methods and its own tradition of empiricism.

The second goal is to focus on game theory and mechanism design. These provide useful analytic starting points for applying cognitive neuroscience in a social context. This leads to the third goal. I will suggest that the formal structures of these mechanisms of sociality can be expected to be represented in the structures of the cognitive processes which implement them. These cognitive processes are central to, but also draw on, the brain/culture interactions that produce human social behavior. I do not mean to suggest that there is a simple and direct homology between such mechanisms and any particular physical structures within the brain. It is widely recognized, however, that the brain is a computational device, and the brain processes which carry out a particular type of computation will necessarily reflect the requirements of the computation being made.

Finally, the paper will suggest an application of this mechanism-based approach to a particular instance: understanding the nature of human moral commitment. This suggestion is still very much a work in progress, however. The program of empirical
The role of neuroscience in the study and the application of law is gathering momentum. Law is deeply interested in how people think and behave. One reason for the impressive impact of economic ideas on law in the last half-century has been the perceived success of economics in explaining human motivation and decision making (e.g. Goodenough 2006). But economics itself is now turning increasingly to neuroscience for methods and explanations (e.g. Schultz 2008, Zak 2004), and the study of law is following suit. The trickle of “neurolaw” scholarship that started about a decade ago has become a steady stream, gaining increasing acceptance within the academy and support from such forward looking institutions as the MacArthur Foundation (Law and Neuroscience Program 2009).

Much of the Neurolaw scholarship has involved a traditional legal academic taking the conceptual advances of cognitive science and applying them to law and legally-related questions. Law is an inveterate intellectual scavenger, and it has a long history of looking to the best in contemporary science both for inspiration and, where
possible, as a source of applications (Elliott 1985). But legal scholars are not simply consumers at the Neurolaw table: a growing number of lawyers and even judges are directly involved in the design and execution of experiments and other primary research combining law and neuroscience (e.g. Buckholtz et al. 2008, Prehn et al. 2008). As this trend develops, we are beginning to see explicit thinking about the methods which such research might employ. This essay will aim to address one of these methodological questions: the role which mechanism design principles can play in helping to understand the functional structures likely to underlie solutions to the problems of sociality.

The Targets of Neurolaw Investigation

Before getting to the specific possibilities of mechanism design, it will be helpful to take a broad view of the current subject-matter targets of neuro-legal investigation. These can be helpfully sorted into a few broad categories. For many, law means a courtroom, and Neurolaw means brain science techniques with direct courtroom application. This category includes attempts to develop objective methods for assessing such traditionally subjective questions as pain (Kolber 2007, Miller 2009), truth-telling (Garland & Glimcher 2006, Merikangas 2008, Langleben 2008, Sinnott-Armstrong 2009) and memory (Phelps & Sharot 2008, British Psychological Society 2008).

Notwithstanding the interest sparked by these efforts at “mind reading,” the development of courtroom-ready applications has been slow, although greater success is always a possibility as the science improves. Furthermore, important questions of neural privacy are only beginning to be addressed (e.g. Kolber 2007).

Getting neuroscientific results into the courtroom in a specific case raises a number of issues for the law of evidence. The science itself must meet tests of reliability and acceptance, and its application to the legally relevant question must also be established (e.g. Garland & Glimcher 2006). Much of the work in neuroscience involves cumulating the results of multi-subject studies, which don’t always translate to reliable conclusions about a particular subject. Undue influence on judges and juries is also a potential problem. Studies have shown that people are too easily persuaded by arguments
– even faulty ones – that include brain-scanning images (McCabe & Castel 2008). Judges, as the gate-keepers of admissibility, will need some convincing before brain-scans and other neuroscientific data come into the courtroom in any volume.

Then there are questions of criminal law, some relating to specific cases, and others to matters of legal policy more generally, such as responsibility (Greene & Cohen 2004, Sapolsky 2004, Goodenough 2004, Roskies 2006, Morse 2006a, 2006b and 2008), addiction (e.g. Bonnie 2005, Morse 2006c, Erickson 2007), and mental health (e.g. Sapolsky, 2004, Pustilnik 2006). The work on responsibility, a question that arises in the guilt or innocence phase of a U.S. criminal trial, remains controversial, at least in its application to adults. The traditional folk-psychological approaches seem to fit with our desires for punishment (Morse 2008), and the law may better reflect the psychology of punishers as apposed to those being punished (Goodenough 2004).

There is much broader acceptance for suggestions that we need a more nuanced approach to the consequences we inflict on those adjudged criminal. Both courts and legislatures have taken some initiative at this level. The recent development of such tailored responses as drug courts (Nolan 2003, but see O’Hear 2009) and mental health courts (Erickson et al. 2006, Council of State Governments Justice Center 2008) show a desire to get away from incarceration – and long incarceration at that – as the principal weapon in the anti-crime arsenal. These developments had already been underway before Neurolaw became incorporated into the mix, but neuroscience has helped to increase their effectiveness and accelerate their spread.

An additional category, and the one that will be a particular focus in this paper, involves normative reasoning. How do we generate and apply normative rules – questions of ought – whether derived from abstract ethics, moral sentiments, or legal formulations? These include rules and judgments that we apply to ourselves and those we apply to others, along with those made in formal, explicit contexts, such as by a judge or jury in a court of law, and those made viscerally and in the heat of the moment. Although these processes are tied together by the concept of some form of behavioral
obligation, there is a long history of disputes in philosophy, jurisprudence, and psychology about the function, merits and interrelations of these different normative systems and domains (e.g. Prinz, 2007, Greene 2008). It is in just such an area of tangled explanations and discordant models about the nature of thought that cognitive neuroscience has the potential to make a major contribution, not only to our academic understanding, but to the shaping of our institutions of law as well.

The Methods and Models of Neuroscience with Application to Neurolaw

Neuroscience itself is a discipline with a number of subcomponents and sub-disciplines. At its heart, neuroscience combines three key elements of interest to neurolaw: (i) technical and methodological advances, (ii) richer cognitive models, and (iii) an understanding of the strategic dimensions of thought and action, particularly in the human social context (Goodenough 2006).

When people consider neuroscience, the technology often gets the most attention. Scanning technologies in particular, with their nearly magical ability to probe and represent the anatomy and functioning of a living brain, cause awe and excitement – sometimes beyond their real ability to deliver (Roskies 2007, Sinnott-Armstrong et al. 2008). In some aspects of Neurolaw, such as the presentation of evidence of pathology in a criminal defense or prosecution or in the investigation of subjective states like truth-telling, these technological advances are front and center. Indeed, for some, the application of technology directly to finding answers to the questions raised in a particular case is the main occupation of Neurolaw.

It is worth remembering, however, that the term “neuroscience” is often combined with the term “cognitive” (Gazzaniga et al. 2002). It is not just a physical science of the brain, but also a physically-grounded science of thought. Cognitive research reveals a complex picture of mental activity. We have moved beyond the unitary model of thought that had dominated much of philosophy and psychology since Descartes (Damasio 1994). Rather, our thought processes are multiple and complex, often the product of different
physical systems activating different parts and combinations of the brain itself. As we study cognition, we can ask “what is the function that the brain activity is aimed at performing?” Different systems will work in ways that are shaped, at least in significant part, but the necessities of the problems they are being asked to address.

By working out the functioning of the physical systems involved in our thinking, we can create better models of how that thought works, and these models in turn help us in our next round of investigation into the physical systems and their function. In this context, the “magical” technology has an important role to play as a research tool in helping to find how our cognition works – but here as a means to an important end and not just the end in itself.

The third important strand is the strategic dimensions in human thought and action, particularly when such thought and action occurs in a human social context (Sanfey 2007, Fehr & Camerer 2007, Lee 2008, Krueger et al. 2008). If the functions of the brain do indeed reflect the computational contours of the problems they are seeking to solve, then an important step in studying both the functions and the problems will be to lay out, as clearly as possible, the structure of the challenges and of the pathways to solutions for those challenges. Lee (2008) summarizes the approach:

“Many neurobiological studies have exploited game theory to probe the neural basis of decision making and suggested that these features of social decision making might be reflected in the functions of brain areas involved in reward evaluation and reinforcement learning.”

For such inter-personal domains as law, morality, and normative thinking more generally, a key task is to understand the strategic dilemmas of sociality – i.e. the discordant and concordant interests of agents where mutually necessary resources are limited or our goals otherwise overlap for good and ill. Game theory is a powerful analytical system for providing insight on these questions, made even more powerful when we add the concepts of mechanisms and mechanism design to the mix. The remainder of this essay will suggest how these approaches can be particularly helpful as
we consider an empirical program of research on many of the questions of Neurolaw, briefly examining, in the process, how we might put this approach to work on a particular subject: moral commitment.

What Do Mechanisms Do?

Many readers will be familiar with the core ideas of game theory, and its efforts to formalize the opportunities and challenges of social interaction (e.g. Gintis 2000). In cases where cooperation around a task would expand the possible returns, it is not always clear that actors can stay on the path to such an outcome. Because of the pay-offs from specialization or the gains of scale and trade, cooperation can often be a road to overall gains for its participants – a “non-zero” opportunity. In such circumstances, however, there may also opportunities for short-term gain by one of the players from an immediate defection at the expense of the others. The classic formulation of such a problem is “the prisoners’ dilemma” game, but the basic problem occurs in many other circumstances as well. Fields as diverse as economics and evolutionary biology have focused on these concerns when seeking to model cooperation (Gintis 2000).

Recent developments in game theory suggest new ways of thinking about these problems, developments some put under the label of “mechanism design”. The simple move here is to understand that strategic actors are not necessarily prisoners of the prisoners’ dilemma, or of any other game structure that they can foresee will not lead to positive interactions. Rather, competent strategic actors will not only understand the nature of the moves in the game on offer, but will also understand the nature of the game, and whether it is to be embraced or avoided (Goodenough 2008). Such actors will make choices on whether to join the play, rightly treating the prisoners’ dilemma as quicksand on the strategic landscape, to be avoided when possible (except, perhaps, when the other player is clearly enough of a sucker to make the defection move actually profitable).

Nor will a truly competent actor only choose the better opportunities from those that present themselves. The actor can also work to design the strategic landscape,
actively opening up solution pathways for interactions where mutually plus-sum outcomes are the likely result. These structures can be referred to as “mechanisms,” and the process of their creation “mechanism design” (Parkes 2001). The ingredients in such mechanisms will include many of the favorites already delineated in game theory, economics, and evolutionary theory, including such perennials as reciprocity, repeat play, punishment, and commitment (Goodenough 2008). The idea of mechanism design helps to give coherence to their deployment as people meet the challenges of long-term cooperation. A respect for property, for instance, is a mechanism that helps to solve a number of such dilemmas, while creating a few new ones along the way (Goodenough & Decker 2009).

These mechanisms can be usefully equated with the idea of institutions, as such term is sometimes used to denote behavior-shaping sets of rules, practices, and interrelations (Goodenough & Cheney 2008). At their best, institutions can create reliable interaction spaces, where such plus-sum activities as trade, work on a common project, and investment can occur. It is not too much of a stretch to think of normative rules, whether embodied in moral sentiments, respected custom, or formal law, as examples of such institutions, and to look for their structures to be grounded in the principles of mechanism design. And it is not too much of a further stretch to conclude that the structural properties of the mechanisms will be present in the institutions of morality and law, and will be represented, at least in part, in the functional outlines of the mental processes which support them. The recurring neuroscience question of “what is the brain doing” has a potential answer in the normative domain: it is creating and working within mechanisms that will help solve the recurring dilemmas of a highly social and reasonably competent animal: Homo sapiens.

Where Mechanisms are Located?

The use of mechanisms in thinking about the function of the brain is complicated by the fact that the structures of mechanisms can be located in a number of different media, ranging from external physical artifacts such as locks, architecture or software, to
cultural institutions such as law, and on to the workings and functional structures of the brain itself. Indeed, if the mechanism requires some form of intentionality and choice by the actor, involving the actor’s thoughts and behavior, the brain will, by necessity, be at least a part of the loop.

The ubiquitous soda-dispensing machine is a good example of the multiplicity of places in which a successful mechanism locates the tracks and boundaries that turns a potential pit of defection into a widely used avenue for plus-sum commerce (Goodenough 2008). The core transaction is the offer to trade pleasant and refreshing sugar water – the soda – for a token of stored value – money. The principal opportunities for defection are, on the soda company’s side, the provision of nothing, or of a poor or adulterated product, and, on the drinker’s side, of taking the product and failing to make the required monetary exchange.

The drinker’s defection is prevented, in the first instance, by a clever baffle and dispensing mechanism that prevents simply reaching up into the machine to take the soda. To this is added a sophisticated money recognition mechanism and armor that fends off all but the most violent attacks on these devices. Morally supported concepts of property, and inhibitions against theft, are also useful in keeping the drinker honest. In the deeper background are culturally and legally supported rules about the production of money and about theft or the destruction of the machine itself. These legal institutions are themselves, even more deeply still, supported by fear of punishment and by commitments to law-abidingness made in human brains.

The soda company’s defection is made unlikely by its necessity to be a trusted repeat supplier of pleasant and refreshing sugar water. It has developed a strong signal in its brand and trademarks – a signal backed up by a massive investment in otherwise unproductive advertising and by the law of trademark that makes it difficult for others to appropriate the signal and to parasitize its worth. Thus the most salient aspect of most soda machines is the illuminated sign for “Coca Cola” or some other highly recognizable sign of origin and dependability. Again, the law sits in the background, both as the
guarantor of the legitimacy of the signal and as a final preventative against a strategy of
dangerous adulteration by the soda company.

We see how productive mechanisms/institutions can be set up in a complex mix of systems. The remainder of this essay will examine ways in which mechanisms of law and morality are likely to be anchored in the brain. It will take as its focus for this discussion a question from my own current work: the role of emotion as a guarantor of internal moral commitments.

Using Mechanism Design as a Starting Point for Neurolaw Research

The core hypothesis developed in the paper can now be simply summarized: The solution structures for the challenges of productive sociality will have usually have at least partial instantiation in the functionality of the brain systems working to implement those solutions. If a particular strategic mechanism is at issue, the structural elements necessary for that mechanism to work will be present in the brain/culture/external artifact world continuum, in linked ways that cumulatively make the mechanism possible and functional. By analogy, if we observe things flying, it is reasonable to look for the wing, i.e. for the structure that provides the lift that makes flying work. If we observe actors perceiving the world through light-based images, it is reasonable to look for the structures of focus and sensitivity we call an eye. And if we observe things having certain kinds of positive-outcome interactions with others of their kind, it is reasonable to look for the mechanism that helps to produce such behavior and that creates the pathway to that outcome. *Cherché le mécanisme.*

This hypothesis provides a possible roadmap for investigating brain function in the normative domain. Evolutionary science has famously identified a number of different points and paths for the evolution of the eye (Dennett 1995). While each instance has its own characteristics, each also shares some common strategies. And the search for physical structures in which those strategies are embodied would be a good starting point for investigating the functional anatomy of a previously un-described
animal that has the capacity for seeing. In the same way, I believe that understanding the strategies of sociality is a good starting point for forming hypotheses about the functionality of the brain as it engages in thought and produces action in a normative context. Those hypotheses, in turn, will be tested by the very empirical program which they help to inform, in the classic process of scientific advancement.

Steps along this path have already been taken by researchers into what some call “social neuroeconomics” (Fehr & Camerer 2007, Sanfey 2007). Some of these efforts have explored the brain circuitry of utility and reward (e.g. Kable & Glimcher 2007) while others have focused on how the players keep track of the options and actions of others in the game (e.g. McCabe et al. 2001), and yet others do both (e.g. Seo & Lee 2008). This research often uses animal subjects. For instance, in an experiment which put monkeys into a repeat-play, competitive game, Barraclough et al. (2004) the researchers were able to show how “neurons in the dorsolateral prefrontal cortex (DLPFC) encoded the animal's past decisions and payoffs, as well as the conjunction between the two, providing signals necessary to update the estimates of expected reward.” Krueger et al. (2008) provide an excellent review of much of this work, and point to the need for further research,

Often, this research has focused on the first level question of play within a game – but not on the higher level questions of how to chose or design games, or to maintain compliance with rules, both by the actor and by other players. Among those who have examined the mechanisms that maintain cooperation, some of the most productive work has been on trust. As a leader of this research, McCabe and his collaborators have focused on imaging work while looking at the so called “trust game” (e.g. McCabe et al. 2001, Krueger et al. 2008). Zak and others have convincingly established the importance of oxytocin in the neurochemistry of trust (Zak 2004, 2007, 2008, Kosfeld et al. 2005, Zak et al. 2005). Neurochemistry has sometimes taken a back-seat to structure in recent neuroscientific studies, in part because the power of imaging made structure so accessible for study. If one thing is clear about neurochemistry, however, it is that it works in
partnership with structure, and few explanations will be complete if they take only one aspect of the puzzle into account.

The use of game theory in neuroeconomic studies is well established. As Neurolow becomes an empirical science, attention to the nature of the strategic problem to be solved in the brain/law interaction should become a customary factor in the design and analysis of controlled experiments and of “wild” behaviors in the greater laboratory of life. And such approaches will often benefit by moving beyond consideration of behavior within a game to focus equally on the questions of the design and maintenance of the mechanisms that define the game.

The Role of Emotion in Morality and Law

There is a long history of argument on the role – and importance of emotions in morality and law. There are arguments over what emotions are and there are arguments over what emotions do.

As to what the emotions are, part of the difficulty is that our folk psychology of emotions seems to encompass both (i) a set of underlying neurological and physiological states of arousal and (ii) the awareness of such states that we experience about ourselves through our subjective abilities at self-monitoring and that we experience about others through observation, empathy, and reasoned awareness (Goodenough & Prehn 2004). In some ways, this latter observational aspect is like identifying an explosion that takes place behind some kind of opaque barrier by analyzing the patterns of smoke that emerge after the fact and waft up into our field of vision. We know something has happened, but do most of our speculating about exactly what it was based on secondary phenomena. The cognitive opacity to the emotions has been a particular stumbling block for legal theorists such as Kelsen (1992). All that said, for the purposes of this essay we can take emotion as a package, in the generally accepted way, and get on with the argument
As to what the emotions do, they of course do many things, from promoting memory and attention to giving a powerful goad to action (see, e.g., Rolls 1999, Phelps 2002, Dolan 2002). In the context of the moral emotions, and the role of such emotions in law, we can gain some insight by following the method suggested in this essay. We might ask, in order: i) “what is the problem that emotion-base moral judgment is aimed at solving,” ii) “what is the structure of the mechanisms that could be at work solving that problem” and iii) “how might that structure be manifest in the mental processes and brain functions at work in performing the calculations that support that solution.” In looking for answers, the work of Hume (1739/40), Hirshleifer (1984), Frank (1988, 2001, 2006, 2007 & 2008), Greene (2008) and Prinz (2007), gives useful guidance.

Hume identified moral emotions – or sentiments as he generally termed them – are a critical element in moral thinking (Hume 1739/40). He recognized the separation of this kind of thought from the processes which we sum up under the labels “reason,” or “rationality,” and went so far as to formulate what is often called Hume’s law. As restated by Prinz (2007), the assertion is that “there is no way to derive an ought from an is,” at least as a matter of language-based logic. Prinz (2007) and Greene (2008) are essentially modernizers of Hume’s insights – expressly so in Prinz’ case. They too recognize emotion’s role in moral judgment, and give accounts that integrate this role into brain function.

Hirshleifer and Frank have taken the argument to the next stage, proposing a mechanism based explanation of the kind adopted here. One step an actor can take to restructure the strategic landscape in order give an assurance against defection from a promised action is to make a commitment. In this context, a commitment is a hard to fake and hard to retract change of state or circumstance that makes defection costly or simply prohibitively difficult to accomplish. To be effective in convincing others that the game form has been altered by a commitment, an honest signal of the commitment is a very useful element as well.
As the often used saying attests, an army can commit itself to ferocious fighting and no surrender by coming across a river to make an attack and then burning the bridges behind it. Animals can commit themselves in a number of ways, including to a strategy of fierce defense of territory or a mate (Adams 2001), and it appears that this commitment can be made *internally*, perhaps through some kind of neurochemical equivalent of behavioral bridge burning. The raised hackles, bared teeth, and vicious snarl of a pugnacious dog are all signals of an internal commitment to make the attacker pay dearly for an intrusion.

This kind of arousal is a highly plausible starting point for recruitment in humans into a system of commitment that can support moral judgment. Ward Goodenough (1997) noted a link between animal territoriality – where a credible commitment to defense is a key element – and human moral outrage. Hirshleifer (1984) suggested that emotions can act as guarantors of threats and promises, with the internal cost of guilt. Frank (passim) extended the argument to give the emotions a key role in supporting many of our morally based actions. This applies both to moral positions taken about our behavior, as Hirshleifer suggests, and to our reactions to the transgressions of others, where a commitment to punishment or other sanction is an important element in keeping other players “honest” in a positive-outcome game structure (e.g. Fehr & Fischbacher 2004, Fehr & Gintis 2007, Greene 2008).

This promising line of thinking can be taken a further step – and, using the approach suggested here, we can anticipate how the functions of such an internal commitment mechanism may be organized in the brain/behavior complex. As noted above, the story must include some kind of hard-to-fake and hard-to-retract biological factor, constituting an effective signal as well as an internal commitment. If the aggressive display of a threatened animal is the source, this could build on the underlying physiology of the fight-or-flight preparation provided by a jolt of adrenalin and other neurochemicals on the recognition of danger (Goodenough 2009).
This supposition has a further intriguing possibility: perhaps there is a functional reason that our moral sentiments are opaque to the kind of thinking we call reason or rationality. It is exactly because a commitment may be costly that it is effective; and it is exactly when the commitment is going to be costly that we are most tempted by “rationality”—which seems to be particularly good at at “rational actor” model, short-term, cost benefit analysis—to chuck the whole thing over the side and head for the exits. It is plausible to imagine that the subjectively perceived opacity of our moral emotions to reason may be the product of a cognitive “firewall,” insulating the utility and power of an ability to make reliable, intuitive commitments against erosion by rationality. This suggests a new approach the Hume’s Law itself. The perception of separation in our thinking that Hume raises to principle of logic may in fact be an artifact of the cognitive architecture of subjective commitment (Goodenough 2009).

The link of brain function to the manifestations of thought and behavior is, of course, central to much of the work in neuroscience—and a number of researchers into the basis of moral cognition have suggested mechanisms, of sorts, as underlying normative thought. For instance, Moll et al. (2008) list six combinatory elements that underlie the moral emotions: attachment, aggressiveness, social rank, outcome assessment, agency, and norm violation. Mikhail (2008) cites a computationally complex “moral grammar.” This approach sets out a process for moving from perception to conclusion that is potentially complimentary to the more game theoretic approach suggested here. These approaches could often benefit, however, from the incorporation of modeling drawing on the mechanism design principles suggested here.

The Next Steps: Empirical Investigation

Do mental processes involved in the internal commitments which help support human morality and adherence to law have a recognizable commitment-based structure? The obvious next step in this work-in-process is a program of empirical study that can help to confirm or confound this approach. The outlines of such a program can be envisioned, involving the classic mix of behavioral data, functional imaging,
neurochemical sampling, and other physiological measurements. The tasks should involve both commitments about one’s own behavior as well as commitments to a particular response to the behavior of others. The detailed design of such a program, along with its funding and execution, are the next steps in this “work in progress.”

While developing such a program is an immediate goal for my own research, I also hope that this essay may help to stimulate others to work on the approach as well.

Conclusions

The investigations of Neurolaw have a number of different targets, ranging from courtroom applications to policy considerations. One of these targets is the neural processes involved in normative judgments, both about our own actions and about the actions of others. Game theory, illuminated by the insights of mechanism design, provides a set of expectations about the shape of solutions to strategic problems. These expectations can be a source for modeling the structures that we can look for in the functionality of the brain as it addresses these problems. Taking these structures into account can provide a roadmap for empirical studies about normative thinking, and the empirical studies, in turn, will provide a test for the roadmap and for the underlying method.
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